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Abstract

We have studied several sources of systematic uncertainty in calculating the aperture of the High Resolution Fly’s Eye experiment
(HiRes) in monocular mode, primarily as they affect the HiRes-II site. The energy dependent aperture is determined with detailed Monte
Carlo simulations of the air showers and the detector response. We have studied the effects of changes to the input energy spectrum and
composition used in the simulation. A realistic shape of the input spectrum is used in our analysis in order to avoid biases in the aperture
estimate due to the limited detector resolution. We have examined the effect of exchanging our input spectrum with a simple E�3 power
law in the ‘‘ankle’’ region. Uncertainties in the input composition are shown to be significant for energies below �1018 eV for data from
the HiRes-II detector. Another source of uncertainties is the choice of the hadronic interaction model in the air shower generator. We
compare the aperture estimate for two different models: QGSJet01 and SIBYLL 2.1. We also describe the implications of employing an
atmospheric database with hourly measurements of the aerosol component, instead of using an average as has been used in our previ-
ously published measurements of the monocular spectra.
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1. Introduction

The High Resolution Fly’s Eye experiment consists
of two air fluorescence detectors (‘‘HiRes-I’’ and
‘‘HiRes-II’’) located in the desert of Utah. HiRes observes
ultra-high energy cosmic rays indirectly through extensive
air showers, i.e. cascades of secondary charged particles,
which are caused by interactions of the primary cosmic
ray particles with the earth’s atmosphere. In the wake of
the air shower, excited nitrogen molecules emit fluores-
cence light in the ultraviolet, which is collected by mirrors
and projected onto clusters of photomultiplier tubes.
Detailed descriptions of the detectors can be found in [1,2].

The HiRes experiment aims at measuring the arrival
directions, composition, and flux of the most energetic cos-
mic rays. The two detectors allow stereoscopic observation
of air showers, which yields the best resolution in shower
geometry and cosmic ray energy. An advantage of data
analysis in monocular mode, i.e. separate analyses of the
data from each of the two detectors, lies in the higher sta-
tistics that can be achieved at the high energy end due to
the longer lifetime of the HiRes-I detector, which started
operation two years before HiRes-II, in 1997. Monocular
analysis also allows an extension of the observed energy
range down to energies as low as �1017 eV due to the larger
elevation coverage and better time resolution of the HiRes-
II detector, and also due to the necessity of triggering only
one detector. The differential flux or ‘‘energy spectrum’’
observed in monocular mode by HiRes shows a hardening
in the flux at around 1018.5 eV, known as the ‘‘ankle’’, and a
suppression of the flux near 1019.8 eV, at the expected
energy of the GZK flux suppression [3,4]. These results
have been published in [5].

The main systematic uncertainties that are introduced in
the UHECR spectrum measurement with the HiRes detec-
tors have been reported in [6]. They are uncertainties in the
absolute phototube calibration (±10%), the fluorescence
yield (±10%) and the correction for ‘‘missing energy’’
(±5%). The latter refers to the energy component that is
channeled mainly into neutrinos and does not contribute
to the ionization process. Not taking into account atmo-
spheric effects, the uncertainty in the energy scale is
±15%, which results in a systematic uncertainty in the flux
J of ±27%. The effect on the energy scale of a variation of
the average vertical aerosol optical depth (VAOD) by ±1
RMS value, from 0.04 to 0.06 and 0.02, has also been
described in [6]. It is not larger than 9% on the average.
This results in a total uncertainty in the energy scale of
±17%. The effect of the same VAOD variation on the
aperture leads to an average atmospheric uncertainty in
the flux J of ±15%. The total systematic uncertainty in
the measured flux adds up to 31% for each of the two mon-
ocular spectrum measurements.

In this paper, we examine additional systematic uncer-
tainties that may affect the calculation of the HiRes
aperture in monocular mode. Since the aperture of an air
fluorescence detector is a function of the energy of the
observed cosmic rays, it has to be modeled carefully with
detailed Monte Carlo (MC) simulations. The HiRes MC
simulation programs use libraries of air shower profiles,
generated at different energies with the air shower simula-
tion program CORSIKA [7] and the hadronic interaction
code QGSJet [8], for a realistic representation of the fluctu-
ations in the observed charged particle profiles. A detector
response MC program simulates the light emission process
along the shower and traces the photons through the atmo-
sphere to the telescopes of the two detectors, taking into
account all relevant atmospheric effects. The detector
optics, electronics and trigger system are modeled in great
detail using databases that record variable detector set-
tings, as well as density fluctuations of aerosols in the
atmosphere. After performing extensive comparisons
between simulated events and data, which allow us to ver-
ify the quality of our simulations (see [9]), we estimate the
detector acceptance using the ratio of accepted MC events
(mMC) to generated MC events (lMC) in each energy bin. To
correctly simulate effects stemming from the finite energy
resolution of the detectors and their limited elevation cov-
erage, we use a continuous energy spectrum and a bi-modal
composition based on previous measurements as inputs to
our simulation programs.

The differential flux J in each energy bin is calculated as

JðEiÞ ¼ NðEiÞ �
1

DE
� 1

Ci � AX � t ð1Þ

where N(Ei) is the number of observed events in the energy
bin and DE is the bin-width. The geometrical aperture
(area · solid angle) used in generating MC events is noted
by AX, and t is the detector live-time. Through our use
of a continuous and realistic input energy spectrum, the fi-
nite energy resolution of the detectors is taken into account

in the acceptance Ci ¼ mMC
i

lMC
i

. This will be explained in the
next section. In the following, we refer to the product of
the constant AX and the acceptance as (instantaneous)
aperture.

We will first consider the effects of varying the input
energy spectrum on the calculated aperture and thus on
the measured spectrum, in Section 2. In Section 3, we
examine the implications of exchanging the hadronic inter-
action model in the air shower generator. For this study,
we replace the QGSJet model, which is used in our stan-
dard spectrum measurement, with the SIBYLL model
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[10]. The effect of a variation of the assumed input compo-
sition on the measured spectrum is presented in Section 4.
Another systematic uncertainty that can affect the aperture
estimate of the experiment is that due to variations in the
aerosol component of the atmosphere. For the analysis of
the monocular spectra, we used an average atmospheric
description based on measurements with laser systems that
are installed at each detector site [11]. In Section 5, we re-
analyze the HiRes-II monocular data with a database con-
taining hourly measurements of the aerosol component of
the atmosphere and compare it to the average description
in our standard analysis. Although the systematic studies
presented in this paper have been carried out with simula-
tion and reconstruction tools of the HiRes-II analysis, their
results are applicable to the HiRes-I spectrum measure-
ment as well.
2. Input energy spectrum bias

The calculation of the cosmic ray energy spectrum from
the measured energy distribution of events is a problem of
unfolding the true spectrum of cosmic rays at their arrival
at the earth’s atmosphere from the distortions introduced
by the detector. The energy distribution provided by the
detector is a convolution of the true spectrum with the
detector response, i.e. the efficiency of the detector and
its finite resolution. Following the discussion in Cowan’s
Statistical Data Analysis [12], the problem of unfolding
can be stated in the following way:

mi ¼
XM

j¼1

Rijlj ð2Þ

Here, the true energy spectrum and the measured spectrum
are divided into M energy bins; lj is the number of events
in bin j of the true histogram, mi the expectation value of the
number of events in bin i of the measured histogram. Rij is
the response matrix, which describes the detector response
in each energy bin. Off-diagonal elements in Rij are due to
the limited resolution of the detector, which distributes a
fraction of events from a certain energy bin over adjacent
bins.

The most straightforward way of determining the real
event distribution lj from the measured values is to calcu-
late the response matrix and apply its inverse to the mea-
sured distribution. Determining the response matrix
requires knowledge of the detector resolution and accep-
tance, as well as a good estimate of the true spectrum.
However, as Cowan shows, even with a complete knowl-
edge of Rij, this method is not applicable in most cases since
it leads to large variances in the unfolded histogram, when
the resolution is large compared to the bin-width. These
variances arise due to the Poisson distribution of the
observed data around the expectation values mi.

In practice, the ‘‘method of correction factors’’ can be
applied for the deconvolution of the measured spectrum.
This is the method used in our analysis. The estimator l̂i

for the true spectrum is written as

l̂i ¼ C�1
i � ni ð3Þ

where ni are the observed data and C�1
i are multiplicative

correction factors for each energy bin. These correction
factors are determined with MC simulations of both the
physical model under study and the complete measurement
process. They are just the inverse of the acceptance esti-
mate Ci, which is given by the ratio of accepted over gen-
erated events in the MC in each energy bin

Ci ¼
mMC

i

lMC
i

¼ mMCðEiÞ
lMCðE0iÞ

ð4Þ

The distribution of accepted events mMC is evaluated at the
reconstructed energies Ei, whereas the distribution of gen-
erated events lMC is given as a function of the true (input)
energies E0i. Calculation of the expectation value for the
estimator l̂i provides an expression for the bias of the
method of correction factors

E½l̂i� ¼ C�1
i � E½ni� ¼ C�1

i � mi ¼ li þ C�1
i �

li

mi

� �
mi ð5Þ

The bias in the estimator E½l̂i� is given by the last term of
Eq. (5). It goes to zero as the estimated acceptance, Ci, ap-
proaches the true acceptance of the experiment, mi

li
. The

more realistic the assumptions that go into the MC simula-
tion are, the smaller the bias will be. One can estimate the
bias by varying the model used in the simulation.

We have calculated an estimate of the bias by varying
the assumed true energy spectrum that is used as an input
to the MC. It is useful to rewrite the term that describes the
bias in the following way:

bi ¼ C�1
i �

li

mi

� �
mi ¼

mi

li
� C�1

i � 1

� �
li ¼ ðR� 1Þli ð6Þ

The bias as a fraction of the real spectrum li can thus be
calculated from the ratio R of the true to the estimated
acceptance. For our bias estimate, we assumed the true
acceptance mi

li
to be the result of a simulation using our

best estimate of the input energy spectrum. The estimated
acceptance Ci was calculated using a simple E�3 power
law for the input energy spectrum.

Fig. 1 shows the measured energy distribution for data
and a MC simulation assuming an E�3 input spec-
trum. About one third of the HiRes-II data used in our
monocular spectrum measurement published in [5] have
been included in this comparison. As can be seen from
the distributions, and more clearly from the ratio plot
(lower panel, data divided by MC), this choice of the input
spectrum is not very good. The ratio is not flat because the
assumed input spectrum does not have a break (‘‘ankle’’).
Thus, if one normalizes data and MC to the same total
number of events, the fraction of MC events is too small
at low energies and too large at higher energies. We have
used this MC set to calculate the biased acceptance esti-
mate Ci.
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Fig. 1. The top panel shows the energy distribution of HiRes-II data. The
histogram and square points show the actual data; the triangles show the
MC distribution, assuming an E�3 input spectrum, normalized to the same
total number of events. The bottom panel shows the ratio of the data to
MC distributions from the top plot with a linear fit below the ‘‘ankle’’.
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Fig. 2. The top panel shows the energy distribution of HiRes-II data. The
histogram and square points show the actual data; the triangles show the
MC distribution, assuming an input spectrum based on broken power law

fits to the Fly’s Eye stereo spectrum [13] and HiRes-I spectrum [6],
normalized to the same total number of events. The bottom panel shows
the ratio of the data to MC distributions from the top plot with a linear fit
below the ‘‘ankle’’.
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Fig. 3. Ratio of the acceptance calculated using an input spectrum based
on the Fly’s Eye and HiRes-I measurements, as described in the text, to
the acceptance calculated assuming an E�3 input spectrum.
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The bias has been corrected in Fig. 2: instead of the E�3

spectrum, we now use a fit to the Fly’s Eye stereo spectrum
[13] to determine the shape of the input spectrum below the
‘‘ankle’’, and a linear fit to the HiRes-I spectrum for higher
energies. The spectral index of this input spectrum is �3.01
between 1016.5 eV and 1017.6 eV, �3.27 between 1017.6 eV
and 1018.7 eV, and �2.80 above 1018.7 eV. In this study,
the position of the ‘‘ankle’’ is assumed to be at 1018.7 eV,
corresponding to the first results of the HiRes spectrum
measurements published in [9]. Our more recent result with
higher statistics in the HiRes-II data-set observes the
‘‘ankle’’ at 1018.5 eV. The linear fit above the ‘‘ankle’’ is
extended to the highest energies. The good agreement
between data and MC shows that this choice of input spec-
trum is closer to the true spectrum li given that the MC
simulates all other aspects of the experiment well, which
was shown in [9]. This MC set is used to estimate the true
acceptance mi

li
.

The nearly flat ratio of the data and MC distributions in
Fig. 2 means that mi

mMC
i

is approximately constant if one
chooses a realistic input spectrum. In this case, according
to Eq. (5), the energy dependence of the expectation value
for the true spectrum E½l̂i� is approximately given by the
input spectrum lMC

i . Any differences in the unfolded spec-
trum can be fed back into the MC and will improve the
agreement between the energy distributions in real and sim-
ulated data, thus reducing the bias in the spectrum calcula-
tion with the updated MC simulation.

The bias we avoid by including the ‘‘ankle’’ feature in
the input spectrum can be derived from Fig. 3 which shows
the ratio R of acceptances for the two MC simulations.
A kink is visible in the ratio plot in the ‘‘ankle’’ region,
even though the effect is very small. The ratio increases
from �0.97 at 1018 eV to �1.07 at 1018.5 eV and then
decreases to �0.94 at 1018.8 eV. This bias is due to the lim-
ited energy resolution of the detectors which spreads event
energies over neighboring bins. It should be noted that the
same random number seeds have been used in both MC
sets to reduce statistical fluctuations in the ratio plot. In
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our standard analysis, we smooth the calculated acceptance
by replacing the acceptance histogram with an appropriate
fitting function. The remaining statistical fluctuations
are then taken into account in the spectrum measure-
ment. For this study, we have not applied any smoothing
procedures.

In our analysis of the HiRes-II spectrum, we used ini-
tially an E�3 input spectrum, which was soon replaced by
a spectrum with the shape of the Fly’s Eye measurement
[13]. This input spectrum was used for our publication of
the monocular spectra [6,9]. Our measurement of the posi-
tion of the ‘‘ankle’’ and the spectral index above the
‘‘ankle’’, as described above, was used for our updated
spectrum publication [5]. Adjusting the input spectrum to
feature the ‘‘ankle’’ shape has helped us to significantly
improve the agreement in several comparison plots
between data and MC events, which we use to evaluate
our simulation programs. The effect on the acceptance is
rather small, as seen in Fig. 3. Replacing the E�3 input
spectrum with an ‘‘ankle’’ shape led to a variation in the
acceptance of less than 10%. Any further adjustments of
the exact shape of the ‘‘ankle’’ had negligible effects on
the spectrum.

Thus far, we have not included the observed flux sup-
pression [5] above 1019.8 eV in our input energy spectrum.

3. Hadronic interaction model uncertainty

When simulating events, we read profiles of charged
particles from a library of air showers and simulate the
light generation, propagation, and detector response for
different shower geometries. This ‘‘shower library’’ con-
tains a large collection of profiles in steps of 5 g/cm2 verti-
cal atmospheric depth at several fixed energies and at a
zenith angle of 45�. The shower profiles were generated
with CORSIKA for proton and iron primaries and fitted
with the Gaisser–Hillas function [14]

NðX Þ ¼ N max

X � X 0

X max � X 0

� �ðX max�X 0Þ=k

expððX max � X Þ=kÞ

ð7Þ

The three fit parameters, Xmax (the atmospheric slant depth
at shower maximum), Nmax (the number of charged parti-
cles at shower maximum) and k, were written into the
library files for each shower to characterize its profile. X0

was fixed at �60 g/cm2. Correlations between the mean
values of the fit parameters and the logarithm of the
shower energy are used to scale shower profiles from the
fixed energies provided in the library to the continuous
energy spectrum required in the detector response MC, as
described in [9]. Our analysis uses Gaisser–Hillas fits to
the charged particle profiles of air showers to estimate
the ionization energy of observed and simulated showers.
The integral over the fitted profile is multiplied by a mean
ionization loss rate, derived from simulations with CORS-
IKA to be 2.19 MeV/(g cm2) [15]. Before the integration is
carried out on MC events, the particle profile has to be ad-
justed for a fraction of 10% of the primary energy that is
lost due to cuts on particles with energies below preset
thresholds in CORSIKA. We then also have to determine
the ‘‘missing energy’’, which does not contribute to the ion-
ization process, by comparing the estimated ionization en-
ergy of the library showers to their known total energy.
A correction for the ‘‘missing energy’’ is added to the
reconstructed energies of all simulated and real events.

Newer CORSIKA versions provide directly information
on the energy deposit profile of the air shower, but in this
study we want to apply the same algorithms used in our
published analysis of the monocular spectra. We have ver-
ified that our method yields results consistent with the
energy deposit profiles.

The physics contributing to the electromagnetic compo-
nent of the air shower is well understood and described in
detail by the EGS code [16] within the CORSIKA program
framework. The main uncertainty in the air shower simula-
tion stems from our limited knowledge of the initial hadro-
nic interactions, which take place at energies by far
exceeding those that can be observed in the laboratory.
In order to get an estimate of the influence of those uncer-
tainties on the calculated aperture, we have generated two
‘‘shower libraries’’ using two different hadronic interaction
models. CORSIKA 5.61 with QGSJet01 [8] has been used
in our standard analysis. For this study, we generated an
updated shower library with CORSIKA 6.022 and QGS-
Jet01. The second model we chose was SIBYLL 2.1 [10]
(with the same CORSIKA version). Differences between
the two models can be found in their predictions of the par-
ticle multiplicity, inelasticity and the extrapolations of the
hadron-air cross-section to ultra-high energies. A detailed
comparison is given in [17]. With regard to the charged par-
ticle profiles we are interested in, differences can be seen in
the mean Xmax values and the elongation rates d<X max>

d logðEÞ

� �
.

SIBYLL showers, especially in the case of proton
primaries, have on average larger Xmax values and a slightly
different elongation rate, as can be seen in Fig. 8 (in the
next section). Another difference between the two models
is shown in Fig. 4. Our estimates of the ionization energy
fraction are roughly 2% larger when using SIBYLL, as
compared to QGSJet.

For the estimation of the detector aperture, we follow
the same procedure with each of the two hadronic interac-
tion models: the fit parameters for the ‘‘shower libraries’’
are taken from Gaisser–Hillas fits to the shower profiles.
We found that the Gaisser–Hillas function with three
parameters describes accurately the particle profiles for
showers generated with either of the two hadronic interac-
tion models. We determine the MC input composition
from HiRes/MIA and HiRes stereo measurements of the
mean Xmax as a function of the cosmic ray energy. At a
given energy, the mean Xmax of the air shower distribution
is correlated to the average mass of the primary cosmic ray
flux. We assume a simple bi-modal composition of pro-
tons and iron nuclei and determine a proton fraction by
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comparing the data points with the iron and proton esti-
mates given by the two models. This procedure will be
described in more detail in the following section.

Since the mean Xmax values for pure proton showers are
larger in the case of SIBYLL, we had to re-calculate the
proton fraction that corresponds to the data points and
adjust the input composition to contain a larger fraction
QGSJet
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Fig. 5. Proton fractions used for the MC input composition for QGSJet
and SIBYLL.
of iron showers. The difference in the proton fractions used
as input to the MC for the two models are shown in Fig. 5.
The Xmax distributions of reconstructed MC events that
passed all our quality requirements are shown in Fig. 6
for the two models. The close agreement of the distribu-
tions for the QGSJet and SIBYLL simulations demon-
strates that we place simulated showers at the same
distribution of atmospheric depths for either model.

In both cases, we determine the ‘‘missing energy’’ from a
comparison of the total shower energy to the integral of the
shower profile that has been multiplied by the mean ioniza-
tion loss rate. Instead of applying an average correction for
proton and iron showers, we determine the correction for
the fraction of simulated proton and iron showers that
were accepted in our detector response simulation and suc-
cessfully reconstructed.

Using the same analysis procedure for each of the two
hadronic interaction models, we did not find any significant
differences in our extensive set of comparisons between dis-
tributions of data and simulated events with the two MC
sets. Fig. 7 shows the ratio of the apertures that result from
simulations using the QGSJet and SIBYLL libraries of air
showers. No smoothing algorithms have been applied to
the calculated acceptances. The same random number
seeds were used for the two MC sets to reduce statistical
fluctuations. Both the normalization, which is consistent
with 1, and the zero slope of the fit to this ratio show that
the effect is negligible compared to the statistical uncertain-
ties in our data-set. We thus find that if we apply our pro-
cedure to estimate the detector aperture in a consistent
way, the result does not depend on the chosen hadronic
interaction model. This is important since the models are
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continuously evolving. The latest version of the QGSJet
model (QGSJet02) for example has been shown to generate
mean Xmax values closer to the predictions of SIBYLL 2.1
[18].
as well. This fit has a slightly steeper slope. The figure is taken from [21].
4. Input composition uncertainty

The fraction of air showers initiated by light and heavy
(i.e. proton and iron) cosmic rays used in our MC simula-
tion is determined from composition measurements by the
HiRes/MIA [19,20] and HiRes Stereo [21] experiments. Air
fluorescence detectors like HiRes can measure the cosmic
ray composition as a function of energy in a statistical
way. The atmospheric depth, Xmax, at which an extensive
air shower reaches its maximum size depends not only on
the energy but also on the mass of the primary cosmic
ray particle. On the average, heavy nuclei interact higher
in the atmosphere than light nuclei of the same energy.
Nuclei break up into fragments, each of which generates
a sub-shower, thus distributing the initial energy over sev-
eral cascades. (In a highly simplified picture, an iron
shower is approximated by the superposition of 56 proton
showers of a factor of 1/56 smaller energies.) Unfortu-
nately, statistical fluctuations between shower profiles are
large and do not allow an event-by-event determination
of the cosmic ray composition. Only the Xmax distribution
for a given energy bin can be measured and compared to
model predictions of protons and iron nuclei.

Fig. 8 shows the measured mean Xmax together with the
pure proton and iron estimates from different models. We
have re-interpreted the HiRes/MIA measurement by com-
paring it against the QGSJet01 model [8]. We use linear fits
to the HiRes/MIA and HiRes Stereo points to determine
an energy dependent proton fraction f(E) by comparing
the fits with the simulated iron and proton lines of QGS-
Jet01. In this simple bi-modal model, we derive f(E) from
the distance of the fitted data points to the proton and iron
lines. A data point on the proton line would have an f of 1,
whereas a data point in the middle between the two simu-
lation lines would have an f of 0.5. The derived proton frac-
tion is 0.45 at 1017 eV, 0.80 at 1017.85 eV and 1.0 at 1020 eV.
The proton fraction we determine from the measurements
and insert into our MC simulations depends thus on a spe-
cific interaction model. However, by using the same model
as a reference for the input composition and for the simu-
lation of air showers, we generate events with the measured
Xmax distribution independently of the chosen model, as
was shown in the previous section.

Here, we investigate the effect of a change in the mea-
sured mean Xmax on our aperture estimate. For this study,
we have used the same MC programs as in our standard
analysis, i.e. the HiRes-II detector response simulation
and CORSIKA 5.61 with QGSJet01 for the air shower gen-
eration. The difference in the estimated aperture between a
MC set with only iron events and a set with only proton
events can be seen in Fig. 9. At the low energy end of the
spectrum, the aperture for iron cosmic rays is lower
because iron showers develop higher up in the atmosphere
and are more likely to lie above the HiRes-II elevation cov-
erage (3–31�) than proton showers. This leads to larger dif-
ferences between the two apertures at lower energies. For
energies above �1018 eV, where showers are on average
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farther away from the detector, no significant difference is
seen in the aperture for iron and proton showers.

Using the pure iron and pure proton apertures, we have
calculated the effect of a change in the assumed proton
fraction on the aperture estimate. The proton fraction
f(E) is defined as the ratio of generated proton showers
over the sum of generated proton and iron showers in
the MC: f(E) = lp(E)/(lp(E) + lfe(E)). The acceptance for
a MC set with a proton fraction f in a given energy bin is

af ¼
mp þ mfe

lp þ lfe

¼ mpð1þ mfe=mpÞ
lp=f

¼ apðRþ f � ð1� RÞÞ ð8Þ

Here mp and mfe are the accepted, i.e. triggered and well
reconstructed, proton and iron events, respectively; af

and ap are the acceptances for a MC set with proton frac-
tion f and 1, respectively. R is given by the ratio of the
acceptances for pure iron and pure proton MC sets

mfe=lfe

mp=lp

� �
. This ratio can be determined directly from the

two curves shown in Fig. 9, since the apertures are just
the acceptances multiplied by a constant factor, the geo-
metrical aperture AX. With R known, Eq. (8) yields the
acceptance af for a given proton fraction f in a given energy
bin.

It can be seen from Figs. 9 and 8 that systematic uncer-
tainties in the aperture due to uncertainties in the proton
fraction are only of concern at the low energies covered
by the HiRes/MIA measurement. We have calculated the
systematic uncertainty in the proton fraction f(E) from
the relevant uncertainties in energy and Xmax quoted in
the HiRes/MIA PRL paper [20].

Sources for energy uncertainties in HiRes/MIA are the
detector calibration (<5% uncertainty in energy) and the
aerosol component of the atmosphere (<10% uncertainty
in energy). A 10% uncertainty in the fluorescence yield is
common to both HiRes and HiRes/MIA, and is therefore
not included in our calculation. Since both experiments
use the same assumptions on the fluorescence yield, a
potential error in this parameter would induce the same
bias in the reconstructed energies of HiRes/MIA and
HiRes. It would thus not change the shape of the aperture.
Given the measured elongation rate of 93 g/cm2 [20], the
uncertainties in energy from calibration and atmosphere,
added in quadrature, contribute <4.4 g/cm2 to the uncer-
tainty in Xmax.

The quoted uncertainty in Xmax of roughly 25 g/cm2 due
to the calculation of the Cherenkov fraction is also com-
mon to the two experiments and is thus not relevant for
our calculation. Since the same assumptions on the Cher-
enkov light beam are made in the HiRes and HiRes/MIA
analysis, a potential bias in the HiRes/MIA reconstruction
would be corrected in the HiRes detector simulation before
the calculation of the acceptance. In other words, the
HiRes MC simulation positions showers on the average
at the same height where they were seen by HiRes/MIA.
A recent study of the fluctuations of the molecular density
profile using radio sonde data shows a small discrepancy
with the standard model used in both HiRes/MIA and
HiRes [22]. This introduces an additional uncertainty in
Xmax of <10 g/cm2.

Since the separation between the proton and iron lines
in the QGSJet01 model is �100 g/cm2, the uncertainties
in Xmax of 4.4 g/cm2 from the energy measurement and
of 10 g/cm2 from the molecular density fluctuations trans-
late to �4.4% and �10% uncertainty in the proton fraction
f(E), respectively. Finally, one has to add a �3% uncer-
tainty coming from the linear fit to the HiRes/MIA data
that is used to parameterize the proton fraction in the sim-
ulation programs. Those uncertainties in the HiRes/MIA
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measurement of the mean Xmax that translate into uncer-
tainties in the acceptance add then up to �11% of the pro-
ton fraction.

With the help of Eq. (8), we have calculated the varia-
tion in the aperture af(E) for a variation in f(E) of ±11%.
A change in the aperture translates directly into a change
of the measured spectrum. The uncertainties in the spec-
trum from a ±11% variation in the proton fraction are
shown in Fig. 10 as thick error bars. At the low energy
end of the HiRes-II spectrum, the systematic uncertainties
from the input composition are comparable to the statisti-
cal uncertainties in the spectrum. In the absence of a more
precise composition measurement in the HiRes/MIA
energy range, it will thus be difficult to observe the feature
of the ‘‘second knee’’ [23–26] even with better statistics in
the HiRes-II data. Above �1018 eV, the effect on the aper-
ture estimate becomes negligible.

5. Atmospheric uncertainties

In the ultraviolet (UV) fluorescence range observed by
the HiRes telescopes (310–400 nm), light attenuation is
mainly due to two effects: Rayleigh scattering on air mole-
cules, and absorption and scattering on aerosols. While
Rayleigh scattering is well understood and does not vary
much over time, attenuation by aerosols can change over
short time ranges and has to be monitored during the data
taking process. We use a system of steerable lasers, one at
each of the two detector sites, to measure light attenuation
by aerosols on an hourly basis. The UV laser at each site
fires shots in a regular pattern of varying geometries, which
are observed from the other site. The vertical aerosol opti-
cal depth (VAOD) can be measured from the detected light
of vertical shots. Horizontal attenuation length (HAL) and
scattering phase function due to aerosols can be measured
from the light scattered into the telescopes under different
angles from horizontal shots. The wavelength of the laser
is 355 nm, close to the 357 nm fluorescence line. We
account for the wavelength dependence of aerosol scatter-
ing in our simulation and reconstruction programs.

For the monocular spectra published in [5,6], we used a
measurement of the average VAOD and HAL in our anal-
ysis. This was necessary since the steerable laser system
became fully operational only two years after the HiRes-I
detector had started taking data. For consistency in the
analysis of the two monocular spectra, we have thus used
a single average measurement, while applying strict cuts
on the selection of clear nights that were included in the
spectrum. Here, we repeat the analysis for HiRes-II using
a database with hourly entries of the measured VAOD
and HAL instead of the average values.

The inverse HAL and VAOD distributions for the
selected clear nights that went into this analysis are shown
in Fig. 11. In the atmospheric database generated for the
HiRes-II analysis, entries are available for 82 out of the
122 nights that were selected for the spectrum calculation.
When measurements of both parameters were not avail-
able, a seasonal average was assumed. The averages found
in this analysis represent a slightly clearer atmosphere than
the values used in the standard monocular analyses
(hHALi = 25 km and hVAODi = 0.04 were used for our
published spectra). This difference is due to the data nor-
malization method applied here, which was not used in
the original analysis (see [11,27]). The averages determined
here (hHALi = 27 km and hVAODi = 0.035) are neverthe-
less well within the quoted uncertainties of the averages
used in the monocular analyses.

In order to study the effect of variations in the aerosol
component of the atmosphere on the reconstructed ener-
gies, we have analyzed the HiRes-II data from December
1999 to September 2001 using the atmospheric database.
Since all events were reconstructed both with the atmo-
spheric database and with the average atmospheric values,
the ratio of the energy estimates can be calculated for each
event. The distribution of those ratios is shown in Fig. 12
as a function of the energy reconstructed using the atmo-
spheric database. A Gaussian fit has been applied to the
distribution in each energy bin. The points represent the
Gaussian means, the error bars the standard deviations.
The energies reconstructed with database are on the aver-
age 4% smaller. This is due to the slightly clearer atmo-
sphere determined with the improved analysis method
for the VAOD values that went into the database. There
is no significant energy dependence in the ratio of the
energies.

We then examined the effect of the small shift in recon-
structed energies on the distribution of events over energy
bins N(Ei), which goes into the spectrum calculation. The
histograms for the two energy reconstructions, using the
average atmosphere and the atmospheric database, can
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be seen in Fig. 13. The 4% shift in energy is too small to
cause a significant effect in the event distribution given
our bin-size, which is adapted to the data statistics. It
should be noted that the difference between the two distri-
Data, average atmosphere

Data, atmospheric database
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butions is here even aggravated by the fact that two slightly
different versions of our reconstruction software were used.
The histogram for the average atmosphere is the exactly
same as in the calculation of the published HiRes-II spec-
trum, which permits a direct comparison of this figure with
Fig. 15, whereas for the reconstruction with database we
had to use a slightly updated version of our analysis soft-
ware. (For Fig. 12, only the updated version was used.)

The effect of atmospheric variations on the energy reso-
lution can be studied with simulated events. We have gen-
erated a MC set with about four times data statistics using
the atmospheric database. The MC events have been recon-
structed in two different ways: first with the seasonally
averaged atmospheric values and then with the database
for nights when atmospheric data were available. A com-
parison of the resolution estimates is shown in Fig. 14. It
should be noted that the two plots use a logarithmic scale,
hence the tails in the distributions are very small. There
is no significant difference between the tails of the two dis-
tributions. Only the width differs by a small amount.
Reconstructing the MC events with seasonally averaged
atmospheric values instead of using the atmospheric data-
base widens the resolution by 0.9% (both in RMS and r of
the Gaussian fit).

Finally, we have analyzed the effect of using the atmo-
spheric database rather than the measured average on the
energy spectrum. We have calculated the acceptance from
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a MC set that was generated and reconstructed with the
database. As in our standard analysis, we have applied a
smoothing procedure to minimize statistical fluctuations
in the acceptance. The remaining statistical uncertainties
of the smoothed acceptance are taken into account in the
measurement of the spectrum. The HiRes-II data were also
reconstructed with use of the atmospheric database. In this
way, the hourly measurements of atmospheric variations
were included in every step of the analysis. The energy
spectrum resulting from this analysis is compared to the
published spectrum, which uses the nominal averages of
VAOD (0.04) and HAL (25 km), in Fig. 15. The result
for JE3 does not vary by more than ±15% at any energy,
except for the first and the last two bins, where statistics
in the data are limited. The difference between the two
spectra in the last two bins is due to a single event that
has shifted up in energy to the last bin when reconstructed
using the atmospheric database, as can be seen from
Fig. 13.

The focus of the study presented in this section was on
the difference between reconstruction results with an atmo-
spheric database and with an average atmosphere. We have
also examined the systematic uncertainty in the determina-
tion of the atmospheric parameters that describe the aero-
sol distribution (HAL and VAOD). We have compared the
atmospheric database used in this study with an indepen-
dent result from an analysis of laser shots with different
geometries, which were reconstructed with independently
developed software. The reconstructed energies one obtains
with this independent database are on the average 5%
lower than the values presented here. The average differ-
ence remains smaller than 7% at the highest energies.
6. Conclusions

None of the potential sources of systematic uncertainties
we have studied here contribute significantly to our pub-
lished estimate of the systematic uncertainty. The bias
introduced by using an E�3 power law instead of a more
realistic spectral shape is not very significant in the ‘‘ankle’’
region. Our calculated aperture is sensitive to the assumed
input composition for energies below �1018 eV for HiRes-
II. By using a measured composition as an input to our
simulation programs, our analysis does not depend on
the assumed hadronic interaction model. For the 17 month
period tested here, the description of the aerosol density
using an hourly database does not cause any significant dif-
ferences in the spectrum, when compared with an average
atmosphere. We also found no significant changes in the
reconstructed energies for the time period under study.
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